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Everyone Deserves An Assistant




What is A Virtual Intelligent Assistant?

Respond to commands 4

“Hey Siri, set a timer to 7pm”

§ “Ok, added to today’s reminders”




What is A Virtual Intelligent Assistant?

Control devices 4

“Hey Alexa, turn off bedroom lights”




What is A Virtual Intelligent Assistant?

Provide information 4

“‘Hey, Google, when does summer end?”

x

“‘Summer ends on Thursday, Sept 22”




Meta’s Assistant

Empowering connection to people and experiences in your life

Meta Quest 2 Ray-Ban Stories

i /‘
)
: Shd
“Hey Facebook” (double press the “Hey Facebook, take a picture” --
button on your controller) capture moments hands-free
“Who’s online?”--meet up with “Hey Facebook”--call friends on
friends Messenger, manage device
“Open Beat Saber”--jump straight settings, and more.

in the game, and more.



Montage by Ray-Ban Stories

Empowering connection to people and experiences in your life




GenAl Assistant

USER
I'm visiting long beach CA in august. give me a one-day itinerary

Al

Sure, I'd be happy to help you plan a one-day itinerary for your visit to Long
Beach, CA in August!

Based on the information you provided, here's a sample itinerary that includes a
mix of outdoor activities, cultural experiences, and delicious food:

9:00 AM - Start your day with a Segway tour of the shoreline, which you can rent
from Long Beach Segway Tours. This is a fun and unique way to see the city, and
you'll get to enjoy the ocean views and breezy weather.

10:30 AM - After your Segway tour, head over to the Naples canals and rent an
electric Duffy Boat from London Boat Rentals. Pack a picnic lunch and enjoy a
leisurely cruise around the canals, taking in the beautiful architecture and scenery.

12:30 PM - After your boat ride, head to Shoreline Village, a waterfront shopping
and dining complex that offers a variety of restaurants and shops. Grab lunch at
one of the many eateries, such as the Shoreline Village Cafe or the Long Beach
Crab Shack.

2:00 PM - Spend the afternoon exploring the Long Beach Museum of Art, which is
located nearby. The museum features a collection of American and European art,
as well as rotating exhibitions.

4:00 PM - Take a break and enjoy a coffee or snack at the museum's cafe, or
head back to Shoreline Village for some shopping or browsing.

USER

What should | present in the tutorial "Towards Next-Generation Intelligent Assistants
leveraging LLM techniques"

Al

Based on the given web results, the tutorial "Towards Next-Generation Intelligent Assistants
leveraging LLM techniques" could cover the following topics:

1. Introduction to LLM (Large Language Model) techniques and their applications in Intelligent
Assistants.

2. Overview of the current state-of-the-art in Intelligent Assistants, including popular voice
assistants like Alexa, Google Assistant, and Siri.

3. Discussion of the limitations and challenges of current Intelligent Assistants, such as their
inability to understand complex requests, lack of common sense, and poor handling of multi-
modal input.

4. Explanation of how LLM techniques can help address these challenges, including the use of
hyperbolic graph neural networks, graph and geometry generative modeling, and topic
modeling.

5. Presentation of case studies or research papers that demonstrate the effectiveness of LLM
techniques in improving Intelligent Assistants, such as improved natural language
understanding, more accurate response generation, and enhanced user experience.

6. Discussion of the ethical and societal implications of using LLM techniques in Intelligent
Assistants, such as privacy concerns, bias, and the potential for job displacement.

7. Hands-on tutorial or demonstration of how to implement LLM techniques in Intelligent
Assistants using popular frameworks and libraries like TensorFlow, PyTorch, or Gensim.

8. Future outlook and trends in LLM techniques for Intelligent Assistants, including the
potential for multimodal interaction, integration with other Al technologies like computer vision
and robotics, and the role of Explainable Al.

9. Open discussion and Q&A session to address audience questions and concerns.

By covering these topics, the tutorial "Towards Next-Generation Intelligent Assistants
leveraging LLM techniques" can provide a comprehensive overview of the current state and
future directions of Intelligent Assistants, as well as practical guidance on how to apply LLM

. Introduction



What is An Ideal Virtual Intelligent Assistant?

An intelligent assistant should be an agent that knows you and the
world, can receive your requests or predict your needs, and

provide you the right services at the right time with your
permission.




Stages of Intelligent Assistant

I. Chatbot Il. Voice Asst Ill. AR/VR Asst
Text input Voice input Voice + Visual + Context
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Structure of the Talk

Outline
® What is an Intelligent Assistant?
® Techniques to support current intelligent assistants
® Challenges and initial solutions for the next generation of multi-modal assistants

Goals
® Introduce you the interesting research problems for Intelligent Assistants
® |nvite you to open new doors to build next-generation Intelligent Assistants




Technologies to Support
Current Intelligent Assistants



Two Types of Commands to Intelligent
Assistants

/ Intelligent Assistant \
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Two Types of Commands to Intelligent

Assistants |
/ Intelligent Assistant \ Task oriented
E.g., Set a timer a e a
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Int. Asst. Is Essentially a Conversation System

/ Intelligent Assistant \
{Intent: DEVICE_TURNON;

“Turn on lights” Device: Lights #1} «— Apps a ) a
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Int. Asst. Is Essentially a Conversation System

4 N

Intelligent Assistant

{Intent: DEVICE_TURNON;

Rnd 1. “Turn on lights” Device: ??}
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Two rounds: Clarification questions
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Int. Asst. Is Essentially a Conversation System

4 N

Intelligent Assistant

{Device: Lights #2} <« Apps

Rnd 2. “Bedroom lights”

8406

et o o
[ ) . NLU Natural i
K!) ?SFE (hutomati > La,fg_ » Dlz_al_log Etate {Agent: SMART_LIGHT;
peech Recognizer) Understanding) racker \Action: TURN_ON;, A
7'y Device: Lights #2} A
{ActType: TURNON}  » Devices @ &
Device: Lights #2; G O
Y ¥ =g

“Bedroom lights
are turned on”

Status: On}
{Status: SUCCESS} |

TTS (Text-To

-Speech Synthesizer)

7 N

N LG (Natural

Language Generator)

Dialog
Policy

7 N

+«—— KG/Web

-

One round: Confirmation

Two rounds: Clarification quesﬁy




Int. Asst. Is Essentially a Conversation System

Intelligent Assistant

Rnd 3. “Dim the lights”

{Intent: DEVICE_DIM;
Device: Lights #2}

ASR (Automatic >

Speech Recognizer)
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N LU (Natural

Understanding)

R Dialog State
Tracker

A

“Bedroom lights
are dimmed to 5”

{ActType: DIM;
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Status: On}
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Int. Asst. Is Essentially a Conversation System

/ Intelligent Assistant \

Rnd 4. “How many people does it take to change its bulb?”
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Int. Asst. Is Essentially a Conversation System
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Int. Asst. Is Essentially a Conversation System

/ Intelligent Assistant \
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Int. Asst. Is Essentially a Conversation System

Variation 1

Meta-Assistant \

ASR (Automatic

Speech Recognizer)

Specialized Assistants
NLU (Natural Dlalog State

A 4
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Int. Asst. Is Essentially a Conversation System

Variation 2 / Intelligent Assistant \
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GPT for Informational Oriented Assistant

175B parameters

| 4
7]
1.5B 3
3
0 &
B
4 <]
] o .
Rt YR| GPT2
3 <
M GPT-1
2048 token size

512 token size 1024 token size

GPT: Pre-training + in-domain fine-tuning

GPT 2: 1) Increase volume of training data;
2) Describe tasks as a part of the input

GPT 3: Increase model size to enable few-



https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/pdf/2005.14165.pdf
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What Can Be Improved?

e How to increase accuracy?

e How to allow easy scale-up to new tasks, new
domains, and new languages?

e How to make the multi-turn conversations
smoother?

® How to make the assistants a know-it-all?

e How to provide better content in search, QA,
recommendation?

e How to reduce response latency?

etc.




Ideal Assistant Revisited-Missing Pieces

An intelligent assistant should be an agent that knows you and the
world, can receive your requests or predict your needs, and

provide you the right services at the right time with your
permission.




Challenges and Initial
Solutions to Next-Generation
AR/VR Assistants



What Is Different for An AR/VR Assistant?
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From Voice-Only to Multi-Modal

You sge througb it

“What’s the name of this building and

“ . . . H ?”
How tall is Empire State Building” how tall is it?”

—




From Context-Agnostic to Context-Aware

You,wear -rywhere

“Show my shopping list”

—

“‘Remember to buy apples and bananas
at the grocery store around the corner”




From Reactive to Proactive

i : 5 “Today is sunny, 70 degree. Would you
?
What's the weather today » like to play your favorite morning music?”

—




From Server-Side to On-Device

+ Privacy!!!



You see throug‘m it
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YN

1-1. Multi-Modal—EgoOCR ™

e —

Normal (By cell phone)

Common challenges  Unique challenges
e Arbitrary shape ® Texttoosmallortoolarge o
e Complex layout e Sub-optimal lighting cond e

e Multiple languages e Blurry images by movement




: Identify text |2
bounding
box

Crop the region of interest (
hand grabbing, finger-pointing,
center of screen)

il

: group the text blocks identify word/phrases
in the bounding box

N Text ordering within
~ each block

3 1. o -
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1.2. Multi-Modal—LLM

A poster of a  garage sell

SN N ¢ S S | S
L Language Model J

bttt t 't
L) ) CJ L)

CIJC) COI
Vision [ Word Embedding

\Tokemzer :

I T

27 Visi R
| Vision 1
Biooias A poster of a garage se

246

Key advantages

On top of any state-of-the-art LM,;

e.g., LLaMA, ChatGPT.

Allowing for combinatory modalities as
conditioning context

Working for resource-scarce modalities;
e.g., audio




1.2. Multi-Modal—LLM

Image Input

Text Prompt Input

MM-LLM Generated Output

©
GARAGE

SATURDAY
sl

3PM - 6PM

Should | attend this event?

Let's think step by step.

The event is a garage sale.
Garage sales are a great way to
save money. So the final answer
is yes.

Is this soup healthy (looking
at ingredients)?

Let's think step by step.

The soup is made with carrots,
celery, onions, and carrots. So
the answer is yes.




1.2. Multi-Modal—LLM

Image Input Text Prompt Input MM-LLM Generated Output
Describe the scene in front |A man is standing in front of a
of me. bunch of fruits and vegetables.
If | were a renowned art It is a large painting with a

critic, how would | describe | lot of detail.
this painting?




1.2. Multi-Modal—LLM

Audio Input Text Prompt Input MM-LLM Generated Output
Where am I? The sound of cooking food. A
kitchen is a place where food is
0 Let's think step by step. First, |cooked. So, the answer is a
describe the sound: kitchen.
<frying.wav>
What animal is this? A crow 1s a bird that makes a
high-pitched sound.
D) Let’s think step by step.
<seagull.wav>



https://drive.google.com/file/d/18jq9aSTHUdbTB9XDPmFD8LD8k192V0iV/view?usp=share_link
https://drive.google.com/file/d/1OBWoZzH-CQt_q6CT2AYTZ88RrhwfjpYt/view?usp=share_link

1.2. Multi-Modal—LLM

<rain thunder.wav>

Let's think step by step.

First, describe the sound:

Audio Input Text Prompt Input MM-LLM Generated Output
What's the weather like The sound of a rainstorm. The
now? weather now is rainy. So, the

” answer 1s rainy.

0

<birds.wav>

Describe the sound:

Birds chirping



https://drive.google.com/file/d/1ZFmW7YAmMaOLPNys5fHwzzt-GE8tPBne/view?usp=share_link
https://drive.google.com/file/d/1fC8Myp46NqYb6Xv01ieqBH6YLhDj5V9r/view?usp=share_link

1.2. Multi-Modal—LLM

Video Input MM-LLM Generated Output

#o0 man x picks cards from the
table

#c ¢ rinses the bowl with water
from the tap
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You,wear .rywhere
4
=

-

Direction 2. Context-Aware Assistant

=

e Context-aware assistants
- examine your surroundings, and

- use this context to personalize a product experience.




You,wear -rywhere

Direction 2. Context-Aware Assistant A,

- use this context to personalize services
4 N

Context

(Time, Location, Scene,
Activity, Event, etc.
_ v b

When is it?
Where are you?
What are you doing?

Whom are you together with?
What’s surrounding you?



You,wear -rywhere

Direction 2. Context-Aware Assistant AL
- o

® Context-aware assistants

' ' N g A t A
Context Agenis
(ime) Location, Seene, :> [ Improving reactive services ]

Activity, Event, etc.) K [ Enabling proactive services ] p

Context-aware rankj
Contextual recong
Contextual reg

What’s surrounding you?



You,wear -rywhere

Direction 2. Context-Aware Assistant A
-

e Context-aware assistants
- examine your surroundings, and
- use this context to personalize services

4 N 4 I
Context 2gets
(Time, Location, Scene > [ Improving reactive services
K Activity, Event, etc.) p L Enabling proactive services P

When is it?

Where are you?
What are you doing?
Whom are you together with?
What’s surrounding you?

Context-aware rankj
Contextual recong
Contextual reg



Direction 2. Context-Aware Assistant

(2020-)
(2000-2020) Contextual
Statistical ti

Learning

(1980-2000)
Handcrafted
Knowledge

FIRSTWAVE SECOND WAVE THIRD WAVE


https://www.darpa.mil/about-us/darpa-perspective-on-ai

2.1. Business Recognition

Method hit@1
Text 67%
Text+Image 74%
amse o
ot




2.2.IMU-Based Action Detection Example 1

IMU (Inertial
Measureme
nt Unit)

S. Moon, A. Madotto, Z. Lin, A. Dirafzoon, A. Saraf, A. Bearman, B. Damavandi. IMU2CLIP: Multimodal contrastive learning for IMU Motion sensors from egocentric videos and text narrations. arXiv,
9NDN



2.2.IMU-Based Action Detection Example 2

IMU (Inertial
Measureme
nt Unit)

S. Moon, A. Madotto, Z. Lin, A. Dirafzoon, A. Saraf, A. Bearman, B. Damavandi. IMU2CLIP: Multimodal contrastive learning for IMU Motion sensors from egocentric videos and text narrations. arXiv,
9NDN



2.2. IMU2CLIP Aligning IMU to Video / Text

I
|
' Contrastive Loss
|

0o
: e /
| |

Image Text
Encoder Encoder

A A

Driving a car
in a road.

56

S. Moon, A. Madotto, Z. Lin, A. Dirafzoon, A. Saraf, A. Bearman, B. Damavandi. IMU2CLIP: Multimodal contrastive learning for IMU Motion sensors from egocentric videos and text narrations. arXiv,



2.2. IMU2CLIP Aligning IMU to Video / Text
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Text
Encoder

b

Driving a car
in a road.

S. Moon, A. Madotto, Z. Lin, A. Dirafzoon, A. Saraf, A. Bearman, B. Damavandi. IMU2CLIP: Multimodal contrastive learning for IMU Motion sensors from egocentric videos and text narrations. arXiv,
N



2.2. IMU2CLIP Aligning IMU to Video / Text
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S. Moon, A. Madotto, Z. Lin, A. Dirafzoon, A. Saraf, A. Bearman, B. Damavandi. IMU2CLIP: Multimodal contrastive learning for IMU Motion sensors from egocentric videos and text narrations. arXiv,



2.2. Aligning IMU to Video / Text

IMUZC'\;.;I;a(:i’triz;s)osed) Retrieval Evaluation Metrics (Ego4D)

Used for Pre-Training Text > IMU IMU > Text

IMU Video  Text R@1 R@10 R@50 MRR R@1 R@10 R@50 MRR
O O 417 15.62 43.06 0.0839 4.86 18.75 48.26 0.1036
O @) 7.29 28.82 60.07 0.1425 5.21 25 60.42 0.1225

Paciilte \A/a ran Aotart mnmaoante 8 coarrh fnr madia hacad nn IMI | cinnale f(1icinn tavt Ariariac)

CLIP (OpenAl) Text > Video Video > Text
IMU  Video  Text R@1 R@10 R@50 MRR R@1 R@10 R@50 MRR
O O 8.33 33.68 65.28 0.1682 6.94 32.29 64.24 0.1502

| Comparable results between text <-> IMU search and Text <-> Video search

S. Moon, A. Madotto, Z. Lin, A. Dirafzoon, A. Saraf, A. Bearman, B. Damavandi. IMU2CLIP: Multimodal contrastive learning for IMU Motion sensors from egocentric videos and text narrations. arXiv,
N




Direction 3. Assistant Recom.
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Two Sides of One Coin (1):
Great Vehicle for Life Recording

MEMEX (MEMory & EXpansion)
by Vannevar Bush (19



Two Sides of One Coin (2):
Great Vehicle for Personalized Assistance

7wy N ( memor ) [ spiraton )

Where did | put my
(/ key?

| must have seen this

At Lyon you can visit
the statue of Saint-
Exupéry with the Little
Prince by his side. You
read that book in 2018

and loved it. /

lady before but when

\ and where? /




Direction 3. Conversational Recommendation

(a) Conversational Recommendations

Hello, I’'m looking for a good place to eat.

B "1s Downtown Phoenix a good place to start your
_search as you’ve been there a few times?

IE] Yes, I'd like something there please.

E] You ordered American food a few times, do you want ‘
“something similar or feeling adventurous today?

IE No, I’'m in the mood for a BBQ today.

‘ Bear’s BBQ got some affordable yet great BBQ. ‘
‘They also serve wine.

Personal KG

C

[
ey OI,,
)

‘/39 Price

IM] Affordable

| Downtown Phoenix |

——

Public KG

Hu Xu, Seungwhan Moon, Honglei Liu, Bing Llu, Pararth Shah, Bing Liu, Philip S. Yu. User memory reasoning for conversational recommendation. COLING 2020.

4 == Rdded from online dialog




Direction 3. Conversational Recommendation

graph convolution with f
residusl connection |
{

(b) Memory Graph (MG)

‘W Pric

| 3

ey 01,,
)

.4

User: Matt

[Wine |

Afforc-jable

| Downtown Phoenix |

Hu Xu, Seungwhan Moon, Honglei Liu, Bing Llu, Pararth Shah, Bing Liu, Philip S. Yu. User memory reasoning for conversational recommendation. COLING 2020.

== Rdded from online dialog




Direction 3. Conversational Recommendation

USER: Hi, looking for nightlife around here

AGENT: Sure, looking for somewhere with free wifi?

USER: no wifi

AGENT: Are you still in Toronto,ON?

USER: Yes, | am.

AGENT: How about Trinity Common? It's quite the place from what | hear!

USER: Oh great! I'll go there.

ltems

Figure 5: Visualization of item-level conversational reasoning, given an example dialog. Darker color indicates
more salient items for recommendation at each given turn (row), predicted by our UMGR model.

Hu Xu, Seungwhan Moon, Honglei Liu, Bing Llu, Pararth Shah, Bing Liu, Philip S. Yu. User memory reasoning for conversational recommendation. COLING 2020.



Direction 4. On-Device Machine Learning
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Direction 4. Federated Learning

o—Push-datato-model - Push models to data

Server
Federated
Character param
embeddings
Character Character Private
embeddings embeddings

Figure 1: Personalized Document Model in FL.

Duc Bui, Kshitiz Malik, Jack Goetz, Honglei Liu, Seungwhan Moon, Anuj Kumar, Kang G. Shin. . Federated user representation learning. ArXiv, 2019



Direction 4. On-Device Machine Learning

Traditional Autoregressive Semantic Parsing

® Pros message I'll be there at 6pm
. ® 1 2 3 4 5
o High accuracy

® (Cons: Prohibitively expensive

Encoder

= Server-side modeling Seq2seq
[ FIaky user experiences WwW. spotty
internet connectivity i
o ngh Iatency [IN:SEND_MESSAGE [SL:CONTENT [I’'1l be there at 6pm ] ] |

Compromised user data privacy

Akshat Shrivastava, et al. Span pointer networks for non-autoregressive task-oriented semantic parsing. EMNLP 2021.



Direction 4. On-Device Machine Learning

Non-Autoregressive Semantic Parsing: Parallel prediction

message I'll be there at 6pm
@ 1 2 3 4 5

Encoder

Seqg2seq

Decoder

[IN:SEND_MESSAGE [SL:CONTENT [I'll be there at 6pm | ] ]

Akshat Shrivastava, et al. Span pointer networks for non-autoregressive task-oriented semantic parsing. EMNLP 2021.



Direction 4. On-Device Machine Learning

Non-Autoregressive Semantic Parsing: Parallel prediction

message I'll be there at 6pm
@ 1 2 3 4 5

Encoder

Seqg2seq

Decoder

[IN:SEND_MESSAGE [SL:CONTENT [1 2 3 4 5 ] 1 1

Akshat Shrivastava, et al. Span pointer networks for non-autoregressive task-oriented semantic parsing. EMNLP 2021.



Direction 4. On-Device Machine Learning

Non-Autoregressive Semantic Parsing: Parallel prediction

message I'll be there at 6pm
@ 1 2 3 4 5

Encoder

Seqg2seq

Decoder

[IN:SEND_MESSAGE [SL:CONTENT_EXACT 1 5 ] ]

Akshat Shrivastava, et al. Span pointer networks for non-autoregressive task-oriented semantic parsing. EMNLP 2021.



Direction 4. On-Device Machine Learning

Input embedding

)
Positional
l l l embedding
message I'll be there at 6pm
®— ©+— 8+ — YU\ ¢ ’
Encoder l L l ‘ ® 1 2 3 4 5
representation
] Encoder Encoder
l Predict target length T
<Mask> <Mask> B <Mask>
L 2 E Positional [MASK] [MASK] [MASK] [MASK] [MASK] [MASK]
l l 1 l embedding
Decoder
R - Re— Q= ®
! | | | [IN:SEND_MESSAGE [SL:CONTENT_EXACT 1 5 ]

Akshat Shrivastava, et al. Span pointer networks for non-autoregressive task-oriented semantic parsing. EMNLP 2021.
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Direction 4. On-Device Machine Learning

Input embedding

Positional
embedding

o @+ ®+— 8+ &— YW\
reprens(;?\t:;ion i L l ‘

e Memory usage: -83%

— Encoder ® Latency:-70%
| Predict target length ® Quality: +1.2% vs. non-
Mask>,  <Mask>, = <Mask> 1 AutoRegressive STOA
l l l 1 bt e Cross-lingual: +14% vs.
®+— B+ «+ —\ VYV AutoRegressive baseline

Akshat Shrivastava, et al. Span pointer networks for non-autoregressive task-oriented semantic parsing. EMNLP 2021.



Recap: New Architecture & Research Areas
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Personalization, On-device Learning, Federated Learni




Take-Aways

® An intelligent assistant should be an agent that knows you and the
world, can receive your requests or predict your needs, and provide
you the right services at the right time with your permission

e Next-generation AR/VR assistants require new research on multi-
modal, contextual Al, personalization, on-device learning,
federated learning, etc.

e Multi-modal and context-aware understanding plays a key role in
enabling new features
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