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Traditional object detection

Traditional object detection:
• require a variety of fine-grained annotations: bicycle, dog, car

• localize and classify seen categories: bicycle, dog, car

• human annotations are costly and tedious
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Open-vocabulary object detection (OVD)

Open-vocabulary object detection:
• require small pre-defined (base) categories: bicycle

• predict pre-defined and unseen (novel) categories: bicycle, dog, car
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Challenges of OVD

• Whether to use detection-tailored pre-trained CLIP remains an 

open question

• How to effectively improve the detection ability under the 

settings of the OVD task is still a challenge



Our goal

• We set out to address these issues under the OVD settings

• Our goal is to analyze which part of localization and 

classification can improve the overall performance of OVD task



Three families of OVD methods

Figure 1: An overview of three approaches: a vanilla method, DRR and CRR. 



Experiment

• The vanilla method achieves comparable results on novel categories but obtains bad results on base categories

• CRR obtains a higher Novel AP than RegionCLIP, but lower than BARON

• DRR achieves the best results and outperforms BARON by 2.7 Novel AP



Experiment

• DRR achieves 20.1 APr, which is significantly better than RegionCLIP by 3 APr

• Similar to OVD-COCO, CRR still leads a competitive result

• The vanilla method obtains bad results compared to other methods



Experiments of vanilla method



Experiments of DRR

Table 6: 
• Replacing RPN with Faster R-CNN cannot achieve the expected results

• The significant objectness logits within a better offline RPN are indeed important for model performance

Table 7: 

• DRR surpasses the previous state-of-the-art (RegionCLIP) by 2.6 AP50 in novel categories



Computational efficiency

• Sharing the visual backbone (CRR) is indeed more effective in specific real-world scenarios
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Results on PID
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